
A Hybrid Object Recognition ArchitectureGunther Heidemann, Franz Kummert, Helge Ritter, Gerhard SagererUniversity of Bielefeld,33501 Bielefeld,GermanyAbstract. We present an architecture for 3D-object recognition basedon the integration of neural and semantic networks. The architectureconsists of mainly two components. A neural object recognition systemgenerates object hypotheses, which are veri�ed or rejected by a semanticnetwork. Thus the advantages of both paradigms are combined: in the lowlevel �eld adaptivity and the ability to learn from examples is realizedby a neural network, whereas the high level analysis is performed byrepresenting structured knowledge in a semantic network.1 IntroductionOne of the main reasons that make 3D-object recognition an extremely hardtask in computer vision is that knowledge acquisition and representation has tocover the wide range from very low level (pixel) data up to a high level symbolicrepresentation. On the one hand there are sensor data which are hard to de-scribe by explicit models, but can be classi�ed holistically by an arti�cial neuralnetwork (ANN), on the other hand the structure of objects often is too complexfor a pure holistic recognition, but can be modeled explicitly in a semantic net.Therefore, it seems reasonable to combine the bene�ts of ANNs and semanticnetworks in a hybrid approach. Knowledge about the objects that can be wellstructured such as (in our case) shape is represented by a semantic net whereasthe bridge to the pixel data is realized using a neural object recognition systemthat can be trained from examples.2 The hybrid object recognition architectureIn our approach, the hybrid system performs object recognition in mainlythree steps: 1. a low level preprocessing and search for regions of interest, 2.generation of object hypotheses by the neural recognition system, 3. knowledgebased analysis and veri�cation or rejection of the hypotheses by the semanticnetwork.In the low level part, �rst a segmentation for colors of the domain of theobjects is performed. From this we get regions of interest which are the basisfor both the neural and the semantic analysis. The semantic net operates onfeatures of the regions such as eccentricity and compactness. Moreover, in the lowlevel preprocessing the monochrome intensity image is transformed to an edge
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Fig. 1. The hybrid object recognition architecture. Only a part of the knowledge baseis shown.enhanced image by laplace �ltering and a subsequent logarithmic transformation.From this image the features for the neural classi�cation are extracted by Gabor�lter kernels within the regions of interest.The neural system then tries to classify the features extracted and generatesup to three competing object hypotheses, combined with a judgment. By thismeans the search space of the semantic net can be directed, and search is startedwith the hypotheses with highest probability. The semantic net then tries toverify or reject the hypotheses by decomposition of the objects according to theknowledge base. In other words, it is the task of the ANN to have a \�rst look"at the scene and give an overview quickly, which is the starting point for a closerinspection by the semantic net.2.1 The neural object recognition systemFrom the low level color segmentation the neural system gets the blob centers as\focus points". At each focus point, a feature vector is extracted by currently 16Gabor �lter kernels. The parameters of the Gabor �lter kernels (location withrespect to the focus point, width, wavevector and phase) were optimized to theclassi�cation task by a method outlined in [5, 1]. In short, the proposed algorithmoptimizes the parameters of the �lter kernels by (local) minimization of an energyfunction on the parameters, which is constructed such that the extracted featurevectors belonging to one type of object tend to cluster in feature space, whereasclusters belonging to di�erent object types are separated as far as possible.



Classi�cation of the feature vectors is performed by an ANN of the LocalLinear Map (LLM) { type. The LLM network is related to the self-organizingmap [2] and the GRBF approach. It can be trained to approximate a nonlinearfunction by a set of locally valid linear mappings, for details see e.g. [6]. For theclassi�cation task we use a \winner takes all" network. In this case, for a giveninput x only one node, the best match or \winner" node k, contributes to theoutput vector y: y = woutk +Ak(x�wink ); (1)where wink and woutk are the input and output weight vectors of node k, re-spectively. The input space has in our case as dimension the number of Gaborkernels nG, the output space is (nO+1) dimensional, this is the number of objectclasses nO plus one as a rejection class. Therefore, Ak is a (nO +1)�nG matrixassociated with node k.For the training, the output vector of training example � has the formy(�)i (l) = �il; with i; l = 1 : : : nO + 1; (2)where l is the class of the object to be trained. When applying the network toan unknown input vector, the resulting class ores is determined byores = arg maxi=1:::nO+1(yi): (3)The main limitation of the neural recognition system is the lack of a universalrejection class. Up to now, only objects trained to be rejected will be classi�edcorrectly. However, the semantic analysis is able to reject completely unknownobjects in most cases.2.2 Knowledge based object recognitionThe semantic network language Ernest [3] builds the basis for knowledge rep-resentation and utilization. In contrast to other approaches like KL-ONE orPSN in Ernest only three di�erent types of nodes and three di�erent typesof links exist. Concepts represent classes of objects, events, or abstract concep-tions having some common properties. In the context of image understandingan important step is the interpretation of the sensor signal in terms modeledin the knowledge base. The second node type, called instance, represents theseextensions of a concept. It associates certain areas of the image with concepts ofthe knowledge base. In an intermediate state of processing instances may not becomputable because certain prerequisites are missing. Nevertheless, the availableinformation can be used to constrain an uninstantiated concept. This is done viathe node type modi�ed concept. As in all approaches to semantic networks thelink part decomposes a concept into its natural components. Another link typeis the specialization with a related inheritance mechanism by which a conceptinherits all properties of the general one. For a clear distinction of knowledgeof di�erent levels of abstraction the link type concrete is introduced. Addition-ally, a concept is described by attributes representing numerical features andrestrictions on these values according to the modeled term. Furthermore, rela-tions de�ning constraints for attributes can be speci�ed and must be satis�ed for



valid instances. The creation of modi�ed concepts and instances constitutes theknowledge utilization in the semantic network. For the creation of instances, thisprocess is based on the fact that the recognition of a complex object needs thedetection of all its parts as a prerequisite. Since the results of an initial segmen-tation are not perfect, the de�nition of a concept is completed by a judgmentfunction estimating the degree of correspondence of an image area to the termde�ned by the related concept. On the basis of these estimates and the inferencerules an A*-like control algorithm is applied.In the following the declarative knowledge base (see Fig. 1) and the processingstrategy is described in some detail. Actually, the network consists of two levelsof abstraction namely the image level (indicated by the pre�x I ) and the levelof perception (indicated by the pre�x PE ). The concept I focus was motivatedby the works of Moratz, see e.g. [4]. It mainly allows to focus on certain areas inthe image to restrict the object recognition task. This focus can be establishedby an utterance or a gesture during the construction dialogue (actually not yetconsidered) or by the objects detected so far. This concept has two context{dependent parts namely I region representing a color segmented region andI object representing an object hypothesis calculated by the underlying LLMnetwork. For every competing LLM hypothesis an instance I object(I) is cre-ated which are stored in competing search tree nodes. Dependent on the objecttype detected by the LLM network the corresponding concept in the perceptuallevel is selected to verify the object hypothesis due to the structural knowledgestored in the semantic network. That means if an instance I object(I) withtype `bolt head' exists then a modi�ed concept PE bolt(M) is created with theconcretization I object(I). This link is inherited by the concept PE object.In the next step, the control algorithm tries to detect the parts of a modi�edperceptual object as they are modeled in the semantic network. For our boltexample this yields in instances for `bolt head' and `bolt thread' which are con-cretized by one instance of I region respectively. Currently, these instances arebased on the regions detected by the preprocessing. But we are working on anobject-dependant segmentation relying on inter-object comparisons. During theinstantiation process restrictions for position, color and shape are propagated ina model{driven way. Additionally, the restrictions of the actual focus are takeninto account. If a successful instance of a perceptual object is created then it isadded as part of PE scene which refers to all objects in the scene detected sofar. After this step, the focus is adapted due to the newly detected object andthe next object hypotheses are processed.3 ResultsThe proposed architecture has been investigated so far in the scenario of SFB360. The task is the recognition of a set of wooden toy pieces (\Bau�x"), whichare a \bar" with three, �ve or seven holes, a \felly", a \cube", a \rhomb-nut"a \tyre", a \socket", a \ring", and \bolts" with round or hexagon head. Thebolts have four di�erent lengths. The objects may be freely arranged within the



Fig. 2. Above: Wooden toys with best judged object hypotheses from the neural sys-tem, below: region boundaries and correct classi�cation by the semantic analysis



range of a table from where the training images were taken as long as thereis no occlusion, see Fig. 2. As a training set for the neural recognition system,50 images of each part were used, for the bolts 200 images were used. On thetraining images the parts are arranged in di�erent views and distances from thecamera. By this way rotational invariance and scaling up to 30% were trained.For the LLM, 40 nodes approved to be the optimum.The misclassifcation rate of the neural system is about 20%, it is reduced bythe semantic analysis to about 10%.4 Conclusion, outlook, and acknowledgementWe have presented a hybrid architecture for 3D-object recognition. Due to thehybrid architecture, knowledge acquistion becomes simple because using a se-mantic net we have the possibility of structuring, but avoid the di�culty ofmodeling knowledge about the sensor data explicitly by use of a neural network.By this means robustness and computational e�ciency can be achieved.Up to now the system is bound to a special geometric situation, because theANN is trained only to a limited range of camera distance and angles. Adding aninitialization phase, in which the semantic analyzer checks for camera distanceand angle without help of the ANN, we want to get the parameters neededto choose a specialized ANN for the speci�c situation. After this initializationphase, the system could run as described here. This will be the aim of furtherinvestigation.This work has been supported by the German Research Foundation (DFG)under SFB 360.References1. G. Heidemann and H. Ritter. A Neural 3-D Object Recognition Architecture UsingOptimized Gabor Filters. In Proceedings of 13th International Conference on Pat-tern Recognition, Vienna, volume IV, pages 70{74. IEEE Computer Society Press,1996.2. T. Kohonen. Self-organization and associative memory. In Springer Series in In-formation Sciences 8. Springer Verlag Heidelberg, 1984.3. F. Kummert, H. Niemann, R. Prechtel, and G. Sagerer. Control and Explanation ina Signal Understanding Environment. Signal Processing, special issue on `IntelligentSystems for Signal and Image Understanding', 32:111{145, 1993.4. R. Moratz, H.J. Eikmeyer, B. Hildebrandt, A. Knoll, F. Kummert, G. Rickheit, andG. Sagerer. Selective visual perception driven by cues from speech processing. In 7thPortuguese Conference on AI, EPIA95, Workshop on Applications of AI to Roboticsand Vision Systems, pages 63{72, Portugal, 1995. Trans Tech Publications. Ltd.5. H. Ritter, G. Sagerer, G. Heidemann, and R. Moratz. HybrideWissensrepr�asentation: neuronale und semantische Netzwerke f�ur die Bildanalyse.In Arbeits- und Ergebnisbericht, pages 27{65. Universit�at Bielefeld, SFB 360, 1995.6. H.J. Ritter, T.M. Martinetz, and K.J. Schulten. Neuronale Netze. Addison-Wesley,M�unchen, 1992.


